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INTRODUCTION  

Text summarization is one of the applications of 
natural language processing which is not only challenging 

job but also gaining attention more nowadays. Text 
summarization is an interaction of making a correct summary 
of the original document by maintaining its original content. 
That helps the quick and simple data recovery from the 
document [1], text summarization that joins the source 
archive into an improved structure, protecting the general 
idea and complete information. Without text summarization, 
people have to read the complete document to get to the main 

point which is a total wastage of human time [2]. Reading all 
the documents, articles, and various types of data to 
physically sum up is amazingly tedious and very tiring for 
people [3]. Text summarization helps in saving important 
time for the reader because using a text summarizer people 
don’t have to read the whole text document. In the 1950s, text 
summarization first started, and from that time forward 
summarization has been improving. Extraction strategies are 
replicating the data which is more significant by the system 

to the summarization [4]. The strategies Exploit is the 
utilization of natural language processing and factual 
techniques are utilized for creating summaries. What’s more, 
the old-style moved toward text summarization offered has 
set up the reason for the order of text summarization 
procedures.  The importance of text summarization is 
progressively being used in the business areas, in the regions 
of media transmission, data recovery, data mining, and in 
word handling with a high probability idea of success [5]. 

The major focus of this article is to find out how text  

 

summarization can be utilized for numerous application tasks 

e.g. surveys of motion pictures, similar to email summary, 
news headline, prints of understudy notes, and sum up data 
for businessman and government authorities, sum up the 
medical information for specialists, [6] [7]. The purpose of 
this research is to present a systematic literature review in the 
field of text summarization using natural language 
processing.The structure of this paper is as follows: Section 
II explains the background and discusses abstractive and 
extractive summarization, Section III explains research 

methodology and further discusses research objectives, 
research questions, search strategy, screening of relevant 
articles, inclusion and exclusion criteria, and by adopting 
data extraction strategy, discussed quality assessment score 
and discussed research questions in detail. In Section IV 
comparison of different methodologies is discussed. Issues 
and challenges to text summarization have been explained in 
section V. Finally, the review has been concluded in section 

VI.  

 
LITERATURE REVIEW  

Text summarization is emerging more in today’s 

world. Nowadays, 21st century is known as the Digital age 

due to trending technologies in information technology. 
Automatic text summarization solves the problem by 

reducing the size of the document preserving its original 

content to the document [8].In this systematic review, 

different techniques and methods are proposed for text 

summarization based on different types of applications. 
Some are NLP, supervised ML techniques, NNs, KNN [9]. 
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Different algorithms are used like the word vector embedding, 

k-nearest neighbour algorithm, human learning algorithm, 

etc. There is a comparison between different methods on the 

dataset and described the accuracy of these methods. There 

are different type of summarization techniques used but 

mostly used techniques are extractive summarization and 
abstractive summarization which is discussed in below 

section. 

 
EXTRACTIVE SUMMARIZATION 

Extractive Summarization generates a summary based 

on important words and sentences from the original 

document preserving their original content and sentences and 

words that have the highest ranking are selected and simply 

generate summary [9]. By using statistical features like title, 

term frequency, location and assigning scores to the words 

which are more relevant extractive summarization extract 

important words and sentences in document [10]. Extractive 

summarization is so simple to accomplish but sometimes 

there occurs an error such as miscommunication and 
ambiguity in text summary as presented in Figure 1. 

 
Figure 1. Extractive Summarization 

 

ABSTRACTIVE SUMMARIZATION 
This summarization technique first understands the 

documents and generates the summary of that documents by 

focusing on the main idea of the document. It is just like that 

human summarizes the document. Abstractive Text 

summarization is usually based on a linguistic approach. This 

approach tries to find the connection between words and focus 

on the main idea of the document and generate a summary [2]. 

Usually, this approach is hard to implement. Abstractive text 

summarization is a simple strategy to achieve that generates an 

appropriate and correct summary with less uncertainty as 

shown in Figure 2. It uses advanced heuristic algorithms for 
summarization [3]. It also reduces the redundancy in 

summary. It needs data processing which includes: 1) Remove 

unwanted sentences and words. 2) Tokenize articles into 

summaries by focusing on the main idea of the original 

document. 

 

 

Figure 2. Abstractive Summarization 

 

RESEARCH METHODOLOGY 
A systematic literature review (SLR) is chosen as the 

research methodology for this paper. The main aim of this 
analysis is to offer the prevailing work of various researchers 

and build a model that summarizes the text from different 

application domains. We have followed the methodology 

proposed by [16] to make our research more impactful in terms 

of study selection and results. After finalizing the research 

questions a search protocol has been identified. The research 

methodology for this systematic review is illustrated in figure 

3.

 
Figure 3. An SLR process model 

 

RESEARCH OBJECTIVES 

The main goal of this study is as follows:  

RO1: The major concentration is to identify various 

summarization techniques in the area of text 

summarization using natural language processing. 

RO2: Descriptive representation of how various datasets 

have been used over the years by using several 

summarization methods.  

RO3: The main focus is to recognize several gaps and 

challenges faced by different text summarization methods 

during summarizing text documents. 

RESEARCH QUESTIONS (RQS) 

To carry out this SLR successfully, the most important 

research questions have been identified. We have designed 

different questions which are related to our research that is 

Text Summarization. This SLR addresses some of the 

following research questions with corresponding motivation in 

table 1. 
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Table 1. RQ and major motivation 

 Research Question Motivation 

RQ1 What are different types of text summarization 

techniques for various applications domains? 

To understand various text summarization techniques in the 

SLR. 

RQ2 What are the major datasets used in text 

summarization? 

In an SLR, we have used several datasets and discussed them 

in detail. 

RQ3 What are the issues and challenges in text 

summarization? 

To identify various research issues and implementation 

challenges in detail. 

RQ4 How deep learning model can be used in text 

summarization? 

To identify how deep learning model can be used for text 

summarization 

SEARCH STRATEGY  
  The second phase of SLR is to plan the search strategy 

and to gather published research articles from our chosen field 

that is text summarization. We conducted a search based on 

specific keywords like text summarization techniques using 

NLP. Internet research has been performed to gather articles 

from different digital libraries. We gathered different articles 

from different sources. The articles which we chose for leading 

our research are collected from the following digital libraries 

which are: IEEE, Springer, Science Direct, and Google Scholar 

as presented in Table 2. 

table 2. terms and keywords used in search 
Sources Search String Context 

IEEE Xplore, 

Google Scholar, 

Science Direct, 
Springer 

(“Text 

Summarization based 

machine learning OR 
deep learning”) AND 

( “Automatic Text 

Summarization”) OR 

“Text Summarization 

techniques using 

NLP” 

Text 

Summarization 

 

STUDY COLLECTION 

Not all the papers in our search are relevant so they need 

to be filtered according to actual relevancy. When the same paper 

appears in more than one source then it was considered only once 

according to our search order. In the first stage of screening, 

papers were nominated based on their titles and omitted those 

papers that were inappropriate to the research area. For example, 

our search string sometimes returns those articles which are not 
relevant to our research area or have a different meaning.  In this 

phase of screening, we read the abstracts of the selected paper 

during the first phase. We have gathered published articles from 

different digital libraries for conducting the SLR. About 40% of 

papers are selected from IEEE, 50% papers are selected from 

google scholar, and 5% papers are selected from springer and 

ACM. In this work, different search strategies are selected and 

different types of papers are chosen from different digital 

libraries as presented in Figure 4.     

 
Figure 4. Distribution of relevant papers 

 

INCLUSION CRITERIA 

 In an SLR, we focus on high-quality papers that define 

different text summarization approaches using different 
techniques and methods. The following inclusion criteria are 

defined: 

 A research article on Text Summarization in different 

languages is found. 

 Research articles presenting different methods on 

different types of datasets. 

 Research articles presenting different Text 

Summarization techniques like ML, NLP, and DL. 

EXCLUSION CRITERIA 

Some of the papers that appear in more than one source 

were discarded and only include those papers which are related 
to our article and search string. Different papers were found 

which is not related to our search string. The following exclusion 

criteria are defined: 

 Research articles that are not related to Text 

Summarization. 

 Research articles that focus on Text Classification 

methods and approaches. 

 Articles not representing new and emerging ideas 

 Some of the papers which are not in the English 

language are also excluded. 

DATA EXTRACTION 

The data extraction approach is designed to deliver a set 

of promising answers to each research question. We have 

followed the data extraction strategy proposed by [17] to answer 

our question. 
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RQ1: The answer to this question is given by discussing different 

methods of text summarization 

RQ2: Discuss the datasets used over the years by using different 

methods. 

RQ3: The defined research question identifies major issues and 

challenges that occur in text summarization. 

QUALITY ASSESSMENT SCORE 

As the scoring strategy is defined, each score was given 

to each selected article presented in Table 3. 40% of articles are 

considered to be highest-ranking articles, 30% of articles obtain 

average ranking, and just 10% of articles are considered low 

ranking articles. 

 TABLE 3: quality assessment score and classification 

Ref. 

No. 

P. Type I-Score E-Score Total 

Score 

[1] Journal 7.0 2 9 

[3] Journal 5.5 2 7.5 

[7] Conf. 8.0 2 10 

[15] Journal 7.5 2 9.5 

[16] Journal 4.5 2 6.5 

[20] Journal 5.5 2 7.5 

[24] Conf. 5.0 2 7 

[9] Conf. 8.0 2 10 

[12] Journal 6.5 2 8.5 

[21] Conf. 5.0 2 7 

[17] Journal 5.5 2 7.5 

[2] Conf. 7.0 2 9 

[19] Journal 8.0 2 10 

[6] Conf. 6.5 2 8.5 

ANALYSIS AND DISCUSSION  

We have studied and gathered different published papers 

for conducting this systematic literature review and among these 

papers and designed some of the research questions. The 
explanation of these questions is as follows: 

RQ1: What are different types of text summarization techniques 

for different application domains:  Based on various 

applications several types of summarization methods can be 
used and classified based on these categories as presented in 

figure 5. In addition to abstractive and extractive type, there is 

a numerous type of summaries which is needed according to the 

type of application. Some of them are discussed as: 

 Based on the type of detail summary can be either 

indicative or informative. An indicative summary gives 

a quick view of a long document, it only gives the key 

idea of the original document. Suppose when you buy a 

novel then at the back end of the novel it delivers the 

main idea of the novel to the reader. Whereas an 

informative summary gives a concise view of the 
original document as it does not provide a quick 

overview of the original text. 

 Base on the type of content summary can be either 

generic or query-based. A generic summary can be used 

by any user and it provides only the author's point of 

view not from the user's perspective. The summary it 

provides is at the same level of importance. A query-

based summary is a question-answer type, a user has to 

define the subject of the text in the form of a query and 

the system extracts only that information which the user 

has searched. Only specific information can be 

retrieved according to user interest. 

 Based on input document summary can be either a 

single document summary or a multi-document 

summary. Single document summary can only accept 

input text of the single document as it is easy to produce 

a summary of a single document. The multi-document 

summary can produce a summary of numerous 

documents of the same subject as sometimes it is hard 

to implement.  

 Based on the type of language summary can be either a 

monolingual summary or multilingual summary. A 

monolingual summary can accept input only with a 

specific type of language and produce a summary based 

on that specific type of language as it cannot handle 

many languages input text and needed to work only 

with one language. A multilingual summary can accept 

documents in form of many languages as it is not 

limited to only one language. It is difficult to 

implement. [18, 27]  

 

  Figure 5. Type of summarization studied                    

RQ2: What are the major datasets used in text summarization: 

In an SLR, published papers from 2014 to 2020 are studied, and 

from these papers, we have seen that different datasets are 

tested on different models to train by using text summarization 
approaches. In the past few years, numerous datasets have been 

made for the analysis of text summarization. Without data, it 

will be difficult to authenticate them and modify system 

parameters according to different datasets used. Some of the 

datasets which are used: 

 DUC (the document understanding conference) dataset 

contains 500 news articles along with their summaries 

written by human authors. The DUC dataset cannot be 

used for training models with such large numbers of 

parameters. So, this dataset can be used only along with 

other datasets to train different models. 
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 Another dataset is a collection of 10 million news 

articles that is Gigaword which is used for 

summarization. It is considered to be the largest dataset. 

 Another corpus is NEWSROOM which comprises 1.3 

million news articles and is considered the most recent 

large-scale dataset introduced in text summarization. 
This corpus combines extractive and abstractive 

strategies to generate summaries. The quality of 

summaries, in this case, is high. 

 The CAST corpus is another dataset that is a collection 

of various documents where each sentence is stated as 

essential or non-essential. This sort of dataset could help 

in developing sentence selection and sentence reduction 

algorithms.  

 CNN/Daily Mail dataset is used for training and 

evaluation purposes in text summarization. It contains 

bullet points that define the article. Multi sentences 
summaries are generated by concatenating bullet 

points[19,20,28]. 

 There are multiple datasets from different sources like 

tweets from the user, text documents, etc. these datasets 

can also be used in text summarization. Different kinds 

of the dataset used for different purposes in text 

summarization presented in figure 6.  

 

Figure 6. Datasets used over the years 

RQ3: What are the issues and challenges in text summarization: 

Different research issues and implementation challenges 

occur in text summarization. Some of them are: 

 In the case of multi-document summarization, several 

issues occur during the evaluation of summaries such as 

redundancy of data, sentence order, or grammatical 

errors which makes it very difficult to achieve a high-

quality summary. 

 The quality of summary may vary from system to 

system or from person to person some may feel that a 

particular set of sentences may be important for the 

summary generation and others may feel that other sets 

of sentences are required for a summary. 

 Another problem is irrelevant content in a summary. 

The core purpose of summarization is to extract 

meaningful and appropriate content [29]. 

 Another problem is loss of coverage, in-text 

summarization it is impossible to cover all the topics for 

summarization. If we try to cover all possible features 

then there is a probability of redundancy. 

 To obtain a high-quality summary, quality keywords 

are required for summary generation [21]. 
RQ4: How deep learning model can be used for text 

summarization: Text summarization is normally achieved by the 

natural language processing techniques by using different 

algorithms like page rank algorithm [11]. But these algorithms 

just fulfill the objectives of text summarization they cannot make 

new sentences or paragraphs which are not in that document just 

like humans. They can also have grammatical errors. By using 

deep learning it can generate an efficient and fast model of text 

summarization. The deep learning model helps us to generate 

complete summaries of the document which are also 

grammatically correct [12].  Deep Learning is used with a fuzzy 
logic algorithm which improved the efficiency of our model. The 

training phase is used to generate text summarization by given 

input documents by using a Deep learning algorithm along with 

fuzzy logic classifier [30].  

TRAINING PHASE 
The training Phase uses a deep learning algorithm to 

generate a Text summary. Those features which are extracted 

from multiple text documents are considered as the important 

ones for the summarization process [13,31]. In this phase, this 

approach defines the feature shown in Table 4. 

Table 4. Training features 

 

 

 

 

 

 

 

FEATURE MATRIX PHASE 

The above-discussed features for multi-document text 
summarization are considered to be the most important ones. 

The text document which is used for summarization is 

subjected for the feature extraction and a set of features are 

extracted from the document [14]. Apart from those above 

features, an additional attribute called a class label for each 

sentence is also added with the feature matrix. Here, the Class 

labels along with the class values of each sentence are assigned 

[15].  

 

COMPARISON OF SUMMARIZATION METHODS 

In this section, researchers used several methods and 
algorithms to train models and to generate text summarization of 

long articles. The comparison of these methods on a particular 

dataset as shown by [22], [23], [25] and the papers analyzed by 

researchers over the years have been presented in Table 5. 
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TABLE 5. COMPARISON OF METHODS 

Year of  

Publication 
Methods Dataset Remarks 

2014 K-clustering algorithm Dataset used was from DUC2001 and 

DUC2002. 
The results compared with ROGUE1 and ROGUE2 scores show 

improvement than another summarizer. The graph-based 

algorithm was used to improve the result. 

2016 Human Learning 

Optimization Algorithm. 

Text documents as input are used. 
This model tried to find the balance between sentence repetition 

and focus on the main idea and produce a concise summary. 

2017 K-nearest algorithm. Paragraph as an input used. Similarity scores are found which can be used in medicine, law. 

2017 Word vector embedding, NN 

methods used. 

100 news articles from CNN news 

Corpus with its abstractive summary is used. 
This suggested model beats other online text summarizers when 

compared with ROGUE scores. 

2018 Query-based extractive 

summarization method using 

TF-IDF, fuzzy logic. 

 

DUC2007 corpus is used as an input. 
A precise 250-word summary is created and also matched with 

the ROGUE score. 

2020 Extractive text 

summarization in the Urdu 

language. 

 

Abstractive Urdu summary corpus. Most Pakistani people read Urdu language novels on social 

media. 

ISSUES AND CHALLENGES 

In this section, several challenges and limitations have 

been seen during summarizing the documents which are given 

as [24-29] 

 Redundancy plays a major role in text 

summarization. As sometimes there is a possibility 

that one can find redundant elements in summary. A 

summary is more accurate as long as it contains non-

redundant elements. If we measure comparison 

between elements in a document then there is a 

chance to minimize redundancy in summary. 

 Another problem is irrelevant content in a summary. 

The core focus of the summarization system is to 

extract appropriate content from documents to give a 

quick view. If we consider all the features from the 

text document to generate a summary then it can lead 

to irrelevancy. So, it is important to know which 

features to extract to generate a high-quality 

summary. 

 Another problem is the loss of coverage. It is 

impossible to cover all topics during summarizing the 

text document because when we try to cover all topics 
during summarization then there is a high chance of 

redundancy and irrelevancy in summary. Coverage of 

topics is an important feature in generic 

summarization but it always does not produce a good 

summary. But this is not compulsory in the case of 

query-based summarization [30]. The current 

summarization techniques produced a summary that 

does not pay much attention to covering all the topics 

in the document. This problem arises mostly in multi-

document summarization when there are many topics 

to cover than in a single document. Some approaches 

produce a summary by covering all topics but there is 

a high chance of redundancy [31]. 

A good summary should be understandable and consistent. 

Consistency and readability mean sentences, in summary, 

should be related to each other so that it is easy for the reader 

to understand. 

 

CONCLUSION 

In this SLR, several text summarization techniques 

are introduced as an information-driven semi-regulated way 

to deal with extractive/abstractive and several other types of 

summarization methods based on the application domain. 
The study was conducted using well-defined and organized 

criteria and selected twenty-four published articles to carry 

out this SLR effectively. We propose a straightforward 

methodology for creating a summary without the need for 

domain information. It has been seen that due to the 

enormous amount of data in this era text summarization plays 

a very important role in saving the consumer time. We have 

discussed various summarization methods and algorithms. 

By combining these methods and algorithms they produced a 

good summary. 

Text summarization has been demonstrated to be 

helpful for natural language processing tasks. However, the 
summary produced by these methods will not always 

guarantee that the summary is always accurate. Occasionally 

it is inappropriate to the original document. We have also 

seen that how some of the existing methods suffer from 

several kinds of challenges. Furthermore, this issue is 

ongoing and various people have done their work on text 

summarization. There is not any particular model that creates 

an efficient summary. So, in upcoming years there is a chance 



VFAST Transactions on Software Engineering 09-4 (2021) 

104055 

  

108 

 

Tehseen et al. 

that summarization systems discussed will be reformed for a 

more accurate summary.  
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